Stochastic daily precipitation model with a heavy-tailed component
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Abstract. Stochastic daily precipitation models are commonly used to generate scenarios of climate variability or change on a daily timescale. The standard models consist of two components describing the occurrence and intensity series, respectively. Binary logistic regression is used to fit the occurrence data, and the intensity series is modeled using a continuous-valued right-skewed distribution, such as gamma, Weibull or lognormal. The precipitation series is then modeled using the joint density, and standard software for generalized linear models can be used to perform the computations. A drawback of these precipitation models is that they do not produce a sufficiently heavy upper tail for the distribution of daily precipitation amounts; they tend to underestimate the frequency of large storms. In this study, we adapted the approach of Furrer and Katz (2008) based on hybrid distributions in order to correct for this shortcoming. In particular, we applied hybrid gamma–generalized Pareto (GP) and hybrid Weibull–GP distributions to develop a stochastic precipitation model for daily rainfall at Ihtiman in western Bulgaria. We report the results of simulations designed to compare the models based on the hybrid distributions and those based on the standard distributions. Some potential difficulties are outlined.

1 Introduction

Stochastic precipitation models are important for forecasting and simulation purposes in climate, hydrological and environmental system studies in modeling runoff, soil water content, crop growth, droughts and floods. These models can aid in understanding the performance of these systems under specific precipitation regimes. Depending on the required precipitation timescale, various models, such as hourly, daily, weekly, monthly, seasonal or annual, have been developed to quantify complex precipitation features; see Srikanthan and McMahon (2002) and Yang et al. (2005). Once the model has been calibrated at a given site, one uses it to generate long sequences of artificial precipitation at that site. These sequences can be used to estimate statistics relating to precipitation events in exactly the way one would do if a long sequence of real precipitation data were available. As a consequence, better risk management strategies and decision-making capabilities can be developed.

In the following, we shall consider precipitation models on daily timescales only. From a statistical point of view, daily precipitation totals are time series with mixed densities, comprising a discrete component at zero (for dry days) and a continuous positive real-valued component (for rain days). A standard technique of analyzing the series is to decompose it into two components, namely the occurrence and the intensity processes (Stern and Coe, 1984), and then to model these separately using standard generalized linear model (GLMs) techniques. The occurrence series, consisting of dry and wet states, is modeled by an autoregressive binary logistic regression, and the intensity series by a continuous positive real-valued component (for rain days).
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parameters can also be modeled as functions of covariates, e.g., atmospheric factors such as the North Atlantic Oscillation, the El Niño–Southern Oscillation, pressure, humidity, temperature, and wind speed, or as slowly varying trend functions over the years. The occurrence (the state transition probabilities) and intensity model components therefore become non-stationary. The required computations can be carried out using standard software procedures for GLMs and generalized additive models (GAMs), e.g., McCullagh and Nelder (1989), Hastie and Tibshirani (1990) and Fahrmeir (2001).

It is well known that the above continuous distributions tend to underestimate the heavy precipitation. Furrer and Katz (2008) developed a flexible approach, based on gamma and GP distributions, in order to model the whole spectrum of precipitation intensities. A gamma distribution (with covariates) is fitted to the entire intensity data, and then a GP distribution (again with covariates) is fitted to the observations above an appropriately chosen threshold, \( u \). The two estimated density functions are spliced continuously at \( u \) by using the gamma density below the threshold and the GP density (with an estimated shape parameter and a modified scale parameter estimate) above the threshold. The approach of Furrer and Katz (2008) is general, and so other right-skewed distributions, such as Weibull or inverse Gaussian, can be used instead of the gamma one. These authors pointed out some of the difficulties with the procedure, e.g., that threshold selection for splicing the distributions is purely subjective. Carreau and Bengio (2009) proposed another hybrid distribution type that is built by splicing the GP distribution tail to a Gaussian or a truncated Gaussian distribution. The usage of the distribution for stochastic downscaling of precipitation and river runoff purposes is discussed in Carreau et al. (2009) and Carreau and Vrac (2011).

This paper describes a practical implementation and adaptation of the Furrer and Katz (2008) approach, and offers an improved daily precipitation model with a heavier tail to describe rainfall series in Bulgaria, conditional on atmospheric data. We also study the reliability of the procedure, and report our experience in a concrete example for daily precipitation data at Ihtiman.

2 Case study – Ihtiman data set

We analyzed the daily precipitation series at Ihtiman, Bulgaria, for the time period 1 January 1960–31 December 2007. This series is of particular interest, because 234 mm of rainfall were recorded for a 24 h period on 5 August 2005. Each observed value represents the total precipitation over a 24 h period ending at 06:00 GMT (08:00 LT), measured using Wild’s standard rain gauge mounted 1 m above the ground. The North Atlantic Oscillation (NAO) daily anomaly time series was used in order to study its relationship to daily precipitation at Ihtiman.

3 Stochastic daily precipitation models

Let \( Y_t \) be the precipitation on day \( t \), and \( Z_t = (Z_{1t}, \ldots, Z_{kt})' \) is a vector of associated atmospheric variables or their derivatives for \( t = 1, \ldots, T \). Day \( t \) is defined as dry if \( Y_t \leq c \), where \( c \) is a prespecified cutoff constant – we used the standard choice \( c = 0.1 \text{ mm} \) – and as wet if \( Y_t > c \). Observed values of the above quantities are denoted by lower-case letters.

The sequence of wet and dry days is represented by the indicator function \( I_t = I_{[Y_t > c]} \), which takes on a value of 1 if day \( t \) is wet, and zero if day \( t \) is dry. Let \( p_t(x_t) \) represent the probability that day \( t \) is wet, conditional on the vector of covariates \( x_t = (y_{t-1}, \ldots, y_{t-p}, y_{t-1}, \ldots, y_{t-p}, z_{1t}, \ldots, z_{kt})' \). Interaction terms between the covariates can be considered as well. We define the daily precipitation intensity as \( R_t = Y_t \) if \( Y_t > c \), as \( R_t \) is missing otherwise, and denote its probability density function, conditional on the atmospheric predictors, by \( q(r_t|x_t) \). This distribution is positively skewed because smaller intensities occur more frequently than larger intensities.

The daily precipitation series is modeled using a mixed distribution comprising a discrete component at zero (for dry days) and a continuous-valued right-skewed density (for wet days). As the wet and dry states are exclusive and exhaustive, the resulting transition density distribution is given by

\[
\begin{align*}
  f_t(y_t|x_t) &= (1 - p_t(x_t)) I_{[y_t \leq c]} + p_t(x_t) q_t(r_t|x_t) I_{[y_t > c]} \\
  &= (1 - p_t(x_t)) I_{[y_t \leq c]} + p_t(x_t) q_t(r_t|x_t) I_{[y_t > c]} \\
  &= (1 - p_t(x_t))(1 - I_{[y_t \leq c]}) q_t(r_t|x_t) I_{[y_t > c]}. 
\end{align*}
\]

In practice, \( q_t(r_t|x_t) \) is taken to be gamma (Stern and Coe, 1984), Weibull (Zucchini et al., 1992), log normal or some other continuous right-skewed distribution. If the interest is in extremes intensities, then the GP density can be used. Assuming \( p_t(x_t) \) has no parameters in common with \( q_t(r_t|x_t) \), the likelihood for \( (y_{t-p+1}, \ldots, y_n) \) can be factorized as follows:
Standard GLMs software can be used to estimate the unknown parameters due to this factorization of the likelihood; the first product is the likelihood of the binary time series and the second product is the likelihood of the intensity time series. The **vglm** procedure from R package **VGAM** can fit such models (Yee and Stephenson, 2007). This general likelihood maximization procedure, based on an iterative reweighted least squares procedure, is applicable not only to standard GLMs, but also to generalized additive models (GAMs); see Hastie and Tibshirani (1990). Moreover, by this procedure, one can model extreme values easily using generalized extreme value (GEV, block maxima) and peaks over threshold
(GP) distributions, just like GLMs and GAMs; see Green (1984) and Coles (2001).

The standard approach is to model the probabilities $p_t(x_t)$ within GLMs with a logit-link function:

$$\logit(p_t(x_t)) = \log(p_t(x_t)/(1 - p_t(x_t)))$$

$$= u(x_t) = \alpha_0 + \sum_{i=1}^{p} (\alpha_i l_{i-1} + g_i(y_{i-1}))$$

$$+ \sum_{l=1}^{k} g_{p+l}(z_l) + g_{p+k+1}(t).$$

The function $u(x_t)$ should be periodic and approximately sinusoidal in shape, in order to reflect the seasonal behavior of rainfall occurrence, and a remainder term accounts for deviations from this pattern; i.e., the $g_l$ for $l = 1, \ldots, p + k + 1$ should be smooth functions. A simple logit link function, consisting of a seasonal cycle and lagged occurrence and NAO effects, is

$$\logit(p_t(x_t)) = \alpha_0 + \alpha_1 l_{i-1} + \alpha_2 C_t + \alpha_3 S_t + \alpha_4 NAO_{t-1} + \beta_2 C_t + \beta_3 S_t + \beta_4 NAO_{t-1} l_{i-1}.$$

where $C_t = \cos(2\pi t / 365.25)$ and $S_t = \sin(2\pi t / 365.25)$. The covariate vector for this model is $x_t = (1, l_{i-1}, C_t, S_t, NAO_{t-1}, C_t l_{i-1}, S_t l_{i-1}, NAO_{t-1} l_{i-1})^\top$.

Due to the lagged occurrence and the related interactions included in this logit link function, the conditional two-state non-stationary transition probabilities of a wet day following a dry day, $p_{01}(t) = p_t(x_t)$ for $i_{t-1} = 0$, and a wet day following a wet day, $p_{11}(t) = p_t(x_t)$ for $i_{t-1} = 1$, are allowed different cyclic behaviors in the model. In this way, the parameter estimates of these probabilities can be computed from $p_t(x_t)$ in one run instead of formulating two separate models and the respective data set according to Furrer and Katz (2007). Moreover, based on the total probability formula, one can get the following relationship between the unconditional of previous state probability $\pi(t) = \Pr(l_t = 1 | z_t)$ and the two transition probabilities $\pi(t) = \pi(t-1) p_{11}(t) + (1 - \pi(t-1)) p_{01}(t)$. This representation is very useful in the simulation of artificial rainfall sequences because of the recurrence relationship. Indeed, under the plausible $\pi(t) \approx \pi(t-1)$ for any $t$, we get $\pi(t) \approx p_{01}(t)/p_{01}(t) + 1 - p_{11}(t)$; see Zucchini et al. (1992) and Furrer and Katz (2007).

The intensities can be modeled by gamma, Weibull or other right-skewed continuous distributions, and the extreme intensities by the GP distribution. There exist various parameterisations for these distributions; those used here are listed below. The density function of the gamma distribution is defined by

$$f(x) = \begin{cases} \frac{\Gamma(a) x^{a-1} \exp(-bx)}{\Gamma(a)} & x > 0 \\ 0 & x = 0 \end{cases},$$

where $\Gamma(a)$ is the gamma function, and $a > 0$ and $b > 0$ are the shape and rate parameters. The mean, the variance and the scale parameters of the gamma distributions are given by $\mu = a/b$, $\sigma^2 = \mu^2/a$ and $1/b$.

The density function of the Weibull distribution is given by

$$f(x) = \begin{cases} \frac{a x^{a-1} \exp(-(x/b)^a)}{b^a} & x > 0 \\ 0 & x = 0 \end{cases},$$

where $a > 0$ and $b > 0$ are the shape and scale parameters.

The density function of the generalized Pareto distribution with threshold $u$ is given by

$$g(x) = \frac{1}{\sigma} \left[ 1 + \frac{\xi (x - u)}{\sigma} \right]^{-\frac{1}{\xi} - 1},$$

where $\sigma > 0$ and $\xi$ are the scale and shape parameters, and $[A]_+ = \max(A, 0)$. The shape parameter $\xi$ determines the tail behavior of the GP distribution: a heavy tail if $\xi$ is positive, a bounded tail if $\xi$ is negative, and a light (exponential type) tail if $\xi = 0$.

A standard approach in GLMs and extreme value modeling is to link the parameters of these distributions to covariates as follows:

$$\log(a) = \theta_1^T x_{1t}, \quad \log(b) = \theta_2^T x_{2t},$$

$$\log(\sigma) = \theta_3^T x_{3t}, \quad \xi = \theta_4^T x_{4t},$$

where $\theta_i$ is a vector of unknown parameters, and the covariate vector $x_{it}$ is a subset of $x_t$ for $i = 1, \ldots, 4$. The log-link function is used to ensure positiveness of the scale ($\sigma$) and rate ($a$) parameters in maximization of the intensity likelihood. Details can be found in Yee and Stephenson (2007). An example of such a log-link function is

$$\log u(x_t) = u_1(x_t) = \theta_0 + \sum_{l=1}^{p} (\theta_p l_{i-1} + h_l(y_{i-1}))$$

$$+ \sum_{l=1}^{k} h_{p+l}(z_l) + h_{p+k+1}(t),$$

Table 1. Monthly thresholds in mm based on the time-varying threshold.

<table>
<thead>
<tr>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
</table>
Table 2. Estimated parameters and BIC values (minimum in bold) for candidate point process models for daily precipitation extremes over the entire year, with a time-varying threshold at Ihtiman.

<table>
<thead>
<tr>
<th>Intercept μ</th>
<th>Location C</th>
<th>Scale log σ</th>
<th>NAO</th>
<th>C</th>
<th>S</th>
<th>NAO</th>
<th>Shape ξ</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>34.447</td>
<td></td>
<td>2.469</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.131</td>
</tr>
<tr>
<td>33.680</td>
<td>−1.222</td>
<td>2.455</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.159</td>
</tr>
<tr>
<td>34.458</td>
<td>−1.012</td>
<td>2.033</td>
<td>0.076</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.183</td>
</tr>
<tr>
<td>33.828</td>
<td>−5.481</td>
<td>2.412</td>
<td>−0.149</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.126</td>
</tr>
<tr>
<td>33.834</td>
<td>−5.477</td>
<td>2.413</td>
<td>−0.149</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.127</td>
</tr>
<tr>
<td>33.966</td>
<td>−5.236</td>
<td>2.388</td>
<td>−0.111</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.116</td>
</tr>
</tbody>
</table>

Table 3. Return levels in mm based on point process model fit: (i) homogeneous model; (ii) seasonal cycle in the location and scale parameters, and the NAO index as location parameter.

<table>
<thead>
<tr>
<th>Years</th>
<th>(i) Return levels</th>
<th>(ii) Return levels</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>10</td>
<td>65.73</td>
<td>78.01</td>
</tr>
<tr>
<td>20</td>
<td>65.44</td>
<td>77.46</td>
</tr>
</tbody>
</table>

The smooth curve is estimated using a quantile regression model with inter-annual and seasonal periodic (sine–cosine) components of the daily intensities. The $\hat{\theta}_1(x_t)$ has to be similar to $\mu(x_t)$, and $\hat{\mu}_{p+1}, \ldots, \hat{\mu}_{p+k+1}$ have to be smooth functions. A simple log-link function, consisting of a seasonal cycle and lagged occurrence and NAO effects, is

$$\log v(x_t) = \theta_0 + \theta_1 t_{t-1} + \theta_2 C_t + \theta_3 S_t + \theta_4 \text{NAO}_{t-1}.$$ 

4 Modeling daily precipitation totals

In this section, we consider a number of daily precipitation models for the Ihtiman series. We start with a brief exploratory data analysis to get an overall impression of the behavior of the series, and then proceed to the development of daily precipitation models using gamma and Weibull regressions, and the GP distribution for the extreme intensities.

4.1 Exploratory data analysis

Figure 1 shows boxplots of daily precipitation totals by month (left) and monthly precipitation totals at Ihtiman (right). In order to get an impression of the precipitation at this location, the extreme daily value 234 mm recorded on 5 August 2005 is excluded from this figure. The second highest daily precipitation total is 120 mm, which is about half of the above value. Moreover, the highest monthly precipitation total (right panel plot) is less than this extreme value. Seasonality is evident from these plots. A time-varying threshold based on the 87% intensity quantile is displayed in the left panel of Fig. 2. The smooth curve is estimated using a quantile regression model with inter-annual and seasonal periodic (sine–cosine) components of the daily intensities. The qr procedure from R package quantreg is used for this purpose. Details about quantile regression can be found in Koenker (2005). Threshold selection is based on a range (80–95%)
of thresholds for which the resulting GP distribution parameter estimates do not change considerably, and at the same time, the fit provides a reasonable model approximation; see the next paragraph for details. We note that the time-varying threshold is a continuous analog of the widely used procedure of splitting the data into seasons and allowing for different thresholds in each season. The monthly threshold values based on this model are given in Table 1.

4.2 Fitting of extreme precipitation

Having estimated the time-varying threshold model, clusters of exceedances separated from each other by 3-day run length are identified, and each cluster maximum is selected. This is done to avoid dependence in the likelihood specification. In this way, 557 peaks out of 17,532 observations were extracted, resulting in a rate of 11.60 in excesses per year. The cluster peaks are displayed in the right panel of Fig. 2. The tiny black bullets and circles correspond to cold- and warm-month intensities, respectively. This plot exhibits higher precipitation intensities during the warmer months. These extreme intensities are fitted using a point process model, as in Coles (2001). The advantage of the point process approach is that it unifies the classical block maxima (GEV) and peaks over threshold (GP distribution) approaches, and allows modeling of the location, scale and shape parameters of the GEV distributions as functions of time-dependent covariates in order to account for non-stationarity effects. The parameter estimates and Bayesian information criterion (BIC) values for several model fits are presented in Table 2. The main message from the results of this table is that the distribution of the extreme precipitation intensity at station Ihtiman has a heavy tail. This is supported by the likelihood ratio test (LRT) concerning the hypothesis $\xi = 0$ (exponential distribution) versus $\xi > 0$ (GP distribution); for all models, the corresponding tail probability is quite small. We note that not all precipitation data series over the territory of Bulgaria exhibit heavy upper tails, especially for sites with relatively short records. This is in agreement with the main conclusions of Papalexiou et al. (2013). The non-stationary model that minimizes the BIC includes a seasonal cycle and a lagged NAO effect in the location parameter, and a seasonal cycle in the (logarithm of the) scale parameter, and has a constant shape parameter. The estimated parameters of this model support the notion that higher location values are associated with higher precipitation intensities synchronized with negative NAO index anomalies. On the other hand, higher scale parameter estimates are associated with
Table 5. Estimated parameters and BIC values for daily precipitation occurrence models over the entire year at Ihtiman.

<table>
<thead>
<tr>
<th>logit(p_t(x_t))</th>
<th>(C_t)</th>
<th>(S_t)</th>
<th>(I_{t-1})</th>
<th>NAO</th>
<th>(C_tI_{t-1})</th>
<th>(S_tI_{t-1})</th>
<th>NAO(I_{t-1})</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>intercept</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>−0.736</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22091.27</td>
</tr>
<tr>
<td>−1.186</td>
<td>−0.025</td>
<td>0.239</td>
<td>1.216</td>
<td></td>
<td>−0.036</td>
<td></td>
<td></td>
<td>20678.49</td>
</tr>
<tr>
<td>−1.186</td>
<td>−0.022</td>
<td>0.240</td>
<td>1.213</td>
<td></td>
<td>−0.113</td>
<td>0.260</td>
<td>−0.127</td>
<td>20607.01</td>
</tr>
<tr>
<td>−1.186</td>
<td>−0.124</td>
<td>0.296</td>
<td>1.218</td>
<td></td>
<td>−0.025</td>
<td>0.239</td>
<td>1.216</td>
<td>20579.20</td>
</tr>
</tbody>
</table>

Figure 5. Top panels: log-density functions fitted to daily precipitation intensity with threshold values 5, 10 and 20 mm. Gamma (solid and dashed lines), GP (dotted lines) and hybrid gamma–GP (solid blue and red lines) models are shown. The data are indicated by horizontal ticks, and the threshold \(u\) by a vertical line. Bottom line: the same as the top row, but based on the Weibull and hybrid Weibull–GP distributions.

higher variability in precipitation extremes. The scale intercept estimate of this model equals \(\exp(2.413) = 11.167\). Residual probability plots for the homogeneous model (with no covariates), and the best among these 6 fits (according to the BIC), are shown in Fig. 3. The plots indicate reasonable but by no means perfect fits, and that the non-stationary fits are better than the homogeneous model. The corresponding return levels are given in Table 3. It is seen that the non-stationary model gives reasonable return-level estimates for the historical data. All the computations in this section were done by the pp.fit and pp.diag procedures from R package ismev.

4.3 Gamma and Weibull intensity models

In this section, we compare a number of simple gamma and Weibull models with and without covariates (seasonal cycle and NAO effect), in order to assess their ability to fit the entire intensity series. Each model can be identified by its unique abbreviation code “xxx yyy zz” at the top of the individual panel of the corresponding figure. The strings xxx, yyy and zz indicate the occurrence, intensity and threshold.
Figure 6. Top row: high quantiles (95% and 99%) of fitted gamma (solid lines) and hybrid gamma–GP (dashed lines) distributions as functions of the day of the year for Ihtiman precipitation intensity with thresholds 5 mm (left) and 15 mm (right). Lower line plots: the same as the top row, but based on Weibull and hybrid Weibull–GP distributions.

value model components, respectively. The coding depends on the types of covariates in the model components. For instance, (i) the model without covariates (homogeneous model) is coded as 000 000, (ii) the model with sine and cosine waves and previous day occurrence is coded as 100 100, and (iii) the model (ii) with additional lag of the NAO effect is coded as 110 110. This way, we get various gamma and Weibull precipitation models.

The corresponding parameter estimates and BIC values are given in Table 4. The homogeneous models are presented for completeness only. It is seen that the inclusion of a periodic component significantly reduces the BIC values of both the gamma and Weibull models. According to the LRT, the models with seasonal components lead to improvements in comparison with homogeneous models, and the inclusion of NAO effects leads to further improvements. (The LRT and its tail probability values are not presented.) Both models preserve the physical interpretation that heavier intensities are associated with negative NAO anomalies. The left plot of Fig. 4 shows a quantile–quantile (Q–Q) plot for the model, with a seasonal cycle based on the GLMs with gamma and Weibull fits. The left panel of the figure is based on data for a single month (August), whereas the right panel is for the entire period. The Weibull distribution leads to a slightly better fit, but the fits are poor with respect to extreme intensities.

For validation purposes, the parameter estimates of some simple daily precipitation occurrence models are presented in Table 5. Obviously, the homogeneous model is completely inadequate, but one can see the BIC value reduction, with the remaining models conditional on seasonal cycle, previous day precipitation occurrence and NAO effect with lag one.
Figure 7. Q–Q plots of simulated versus observed gamma (g) and hybrid gamma–GP (h) quantiles of intensity seasonal models with the NAO effect for the entire year at Ihtiman, with 5 mm (top row), 10 mm (middle row) and 15 mm (bottom row) thresholds.
Figure 8. Monthly boxplots of daily observed and simulated precipitation totals in log scale. The simulated data are generated using a seasonal model with a lagged NAO covariate; the intensity component is based on (i) hybrid gamma–GP (top-left and middle plots) and Weibull–GP (bottom-left and middle plots) distributions with threshold values 5 and 15 mm, and (ii) standard gamma and Weibull distributions (right-column plots).

As expected, the seasonal model with lagged occurrence and NAO effects minimizes the BIC.

5 Hybrid gamma–GP density

Furrer and Katz (2008) define the density function of the hybrid gamma–GP distribution as

\[
h(x) = \begin{cases} 
  f(x) & x \leq u \\
  (1 - F(u))g(x) & x > u 
\end{cases}
\]

where \( F(x) \) is the gamma distribution function, \( f(x) \) and \( g(x) \) are the gamma and GP densities, and the factor \((1 - F(u))\) ensures \(h(x)\) normalization.

In order to attain continuity at the threshold \( u \), these authors impose the condition

\[
f(u) = \frac{[1 - F(u)]g(u) - [1 - F(u)]/\sigma}{\sigma}.
\]

The resulting GP distribution scale parameter can thus be written in terms of the parameters of the gamma distribution that accommodates the observations below the threshold. The authors recommend the following estimation procedure: (i) fit a GLMs with a gamma link function with covariates to the entire intensity data set; (ii) fit a GP distribution with covariates to the observations above the prespecified threshold \( u \), just as in the conventional extreme value methodology; and (iii) replace the GP distribution scale parameter with the estimated gamma hazard function. Clearly, an analogous procedure is applicable for other hybrid distributions, such as Weibull–GP or inverse Gaussian–GP.

5.1 Experiments with hybrid GP distributions

As in the previous section, the models discussed hereafter can be identified by their unique code. However, gamma and Weibull intensity model components are combined with the GP distribution at the prespecified threshold values, e.g., 5, 10 and 15 mm. This way, we consider several hybrid gamma–GP and Weibull–GP distribution models. We now compare...
the fit of these models to Ihtiman daily precipitation intensity data. We explore the threshold selection and its effect on generation of artificial daily precipitation data. The methodology of Furrer and Katz (2008) previously described is followed closely.

Figure 5 shows the fitted gamma, GP, and hybrid gamma–GP (upper-line plots), and Weibull, GP and Weibull–GP (lower-line plots) log densities, with three threshold values 5, 10 and 20 mm for precipitation intensity for the entire year. The homogeneous fits (no covariates in the model) are shown only in order to get a better perception. The hybrid density is indeed continuous, and possesses a heavier tail than the gamma and Weibull densities. One can see the effect of the threshold choice in GP distribution tail estimation. A lower threshold choice \( u \) gives a larger weight, \( 1 - F(u) \), of the GP distribution. One can thus expect that the hybrid distribution quantiles corresponding to these lower-threshold GP fits would be larger. The plots of Fig. 6 show the 95 % (blue) and 99 % (black) quantiles of the fitted gamma (solid lines) and hybrid gamma–GP (dashed lines) distributions (upper-line plots), as well as the fitted Weibull and hybrid Weibull–GP (lower-line plots) distributions as functions of the day of the year. The tiny black bullets in the plots correspond to observed precipitation totals exceeding the prespecified threshold. Indeed, the hybrid quantiles (dashed lines) in the left-column plots are higher than those in the right-column plots. The effect due to hybridization is most visible in the highest quantiles. Therefore, threshold determination is of crucial importance to calibration daily precipitation hybrid models, conditional on atmospheric covariates.

Figure 7 shows \( Q-Q \) plots of observed versus simulated gamma \((g)\) and hybrid gamma–GP \((h)\) quantiles of the seasonal intensity model with a lagged NAO effect over a year at Ihtiman, with 5 mm (top row), 10 mm (middle row) and 15 mm (bottom row) thresholds. The simulated time series consist of 300 samples of 47 yr of daily precipitation totals from GLMs, with the gamma distribution \((g)\) and with the gamma–GP \((h)\) hybrid distributions for each threshold. The majority of the simulated data look like those displayed in the left and middle column plots, but a small percentage look like those displayed in the right column plots. Results of a similar standard are obtained for the Weibull and Weibull–GP distributions. The hybrid models are a significant improvement over the gamma and Weibull models.

The monthly boxplots of daily observed (white) and simulated (gray) precipitation totals given on logarithmic scales are presented in the plots of Fig. 8 in order to get an impression of their distributions: the left and middle column panels are based on the hybrid intensity distributions, with 5 and 15 mm thresholds where the right column panels are based on classical GLMs with the gamma and Weibull distributions. The classical GLMs with gamma and Weibull intensity components represent the historical data, except for the extreme intensities, which is a well known deficiency. The hybrid models are capable of generating series with extremes as large as the observed extremes, or (though unlikely to occur) even larger, depending on the threshold choice. The distributions of the monthly observed and simulated precipitation totals are presented in the plots of Fig. 9. From the right-column plots of this figure, one can see that the standard-intensity GLMs with the gamma and Weibull distributions are not capable of generating monthly precipitation totals with similar magnitudes as the historical ones, whereas the hybrid gamma and Weibull–GP distributions are capable of doing so. The distribution functions of the wet spells and the number of wet days within a season are important in applications in various studies. The left plot of Fig. 10 shows the distribution of wet spells for the historical and simulated data. As usual, wet spells are defined as the number of consecutive days with precipitation. It is seen that the model captures well the temporal correlation in the data. The middle and right plots of this figure show the monthly number of wet days distribution of historical versus simulated data. Results of a similar standard are obtained for the Weibull and Weibull–GP distributions.

The distributions of the observed (solid lines) and simulated (dotted lines) precipitation totals over periods of 10 and 60 days are shown in the plots of Fig. 11. The simulated data are generated using intensity GLMs with hybrid Weibull–GP distributions and a threshold of 15 mm (left-column plots), and standard Weibull (right-column plots) distributions. It is seen that the hybrid Weibull–GP distribution-simulated data possess a heavier tail than the standard Weibull distribution. Similar results are obtained for the gamma–GP hybrid distribution.

The left-plot dots of Fig. 12 show the different seasonal cycles as well as the different magnitudes of the estimated precipitation probabilities \( p_{11}(t) \) and \( p_{01}(t) \), and the unconditional precipitation probability \( p(t) := \pi(t) \) (red). The dashed and smoothed lines are based on the R locally weighted scatterplot smoothing procedure \texttt{loess} through the corresponding dots and observed frequencies (not plotted). In the right plot of this figure are given the historical and simulated probabilities (smoothed by \texttt{loess}) of having not less than 40, 80, 120, 160 and 200 mm total precipitation for a run of 60 consecutive days, starting on any given day of the year for Ihtiman station. The order of the lines corresponds to their order in the legend. The empirical and model probabilities match each other closely.

All model fitting and generation of precipitation series was done with the free software environment for statistical computing and graphics: the R Project for Statistical Computing. The \texttt{vglm} procedure from the \texttt{VGAM} package with gamma, Weibull and GP distribution link functions was used to carry out the estimation (Yee and Stephenson, 2007).
Figure 9. Boxplots of monthly observed and simulated precipitation totals. The simulated data are generated using a seasonal model with a lagged NAO covariate; the intensity component is based on (i) hybrid gamma–GP (top-left and middle plots) and Weibull–GP (bottom-left and middle plots) distributions with threshold values of 5 and 15 mm, and (ii) standard gamma and Weibull distributions (right-column plots).

Figure 10. Left plot: observed (solid lines) and simulated (dotted lines) wet spell distribution. Box-plots of monthly observed (white) versus simulated (gray) number of wet days: the simulated data are based on the hybrid gamma–GP distribution with threshold 15 mm and standard gamma (right plot) distribution.
Figure 11. The distributions of the observed (solid lines) and simulated (dotted lines) precipitation totals over periods of 10 and 60 days. The simulated data are generated using intensity GLMs with hybrid Weibull–GP distributions and threshold 15 mm (left column) and standard Weibull (right column) distributions.

6 Conclusions

Several daily precipitation models with different models for the intensity component were examined. We are able to confirm that, on the whole, the simulated precipitation series based on the hybrid distributions of Furrer and Katz (2008) preserve the properties of the observed series. Although each of the precipitation model components can be estimated using standard software procedures that are widely available, the subjectivity in the threshold selection in splicing the distributions is an awkward task. The development of a daily precipitation model with such distributions, conditional on a large number of atmospheric predictors for downscaling purposes, is thus still in its early stages. Once this problem has been solved satisfactorily, then an extension of the improved at-site daily precipitation amount model to a multi-site daily precipitation model would be straightforward on the basis of the conditional independence precipitation amount model within the non-homogeneous hidden Markov model framework; see Vrac and Naveau (2007) and Neykov et al. (2012).

The hybrid distribution daily precipitation model we discussed so far can be extended to model hourly precipitation data. In order to account for various dependencies, the precipitation model occurrence and intensity link functions have to incorporate some additional finite Fourier series, with harmonics and appropriate autoregressive covariates varying over the daily hours. Also, threshold selection must be performed on an hourly timescale. Essentially, this would be an adaptation of the methodology proposed by...
Figure 12. Left plot: (i) the dots represent the estimated probabilities $p^{11}(\text{blue})$, $p(t) := \pi(t) (\text{red})$ and $p^{01}(\text{blue})$; the dashed and smoothed lines are based on the loess procedure through the corresponding dots and observed frequencies (not plotted). Right plot: the observed and simulated probabilities (smoothed by loess) of having not less than 40, 80, 120, 160 and 200 mm total precipitation for a run of 60 consecutive days, starting on any given day of the year.

Katz and Parlange (1995) and Chappell et al. (2009). However, estimation problems might arise when hourly precipitation data series are short. Finally, in order to achieve finer temporal resolution, the at-site hybrid GLMs on a daily precipitation scale can be combined with a single-site disaggregation model based on Poisson cluster processes. For instance, simulations of long sequences of sub-daily precipitation data can be obtained from hybrid GLMs-simulated daily precipitation totals using the HYETOS software; see Kouts soyiannis and Onof (2001).
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