Modelling clustering of natural hazard phenomena and the effect on re/insurance loss perspectives
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Abstract. In this paper, we present a conceptual framework for modelling clustered natural hazards that makes use of historical event data as a starting point. We review a methodology for modelling clustered natural hazard processes called Poisson mixtures. This methodology is suited to the application we have in mind as it naturally models processes that yield cross-event correlation (unlike homogeneous Poisson models), has a high degree of tunability to the problem at hand and is analytically tractable. Using European windstorm data as an example, we provide evidence that the historical data show strong evidence of clustering. We then develop Poisson and Clustered simulation models for the data, demonstrating clearly the superiority of the Clustered model which we have implemented using the Poisson mixture approach. We then discuss the implications of including clustering in models of prices of catXL contracts, one of the most commonly used mechanisms for transferring risk between primary insurers and reinsurers. This transfer of risk enables improved risk return characteristics of the companies involved in the insurance market and provides for a more stable insurance industry which is able to meet the obligations to policy holders in the event of a natural hazard catastrophe. Catastrophe models cover natural hazard perils such as North Atlantic hurricanes, European windstorms, Asian typhoons, global earthquakes and floods.

A useful starting point for building a catastrophe model is to generate simulations based on the assumption that the frequency distribution of the underlying process is Poisson. While the Poisson assumption is oftentimes sufficient for some natural phenomena, models based on the Poisson assumption fail to accurately model the risk. For example, it is now well known that European windstorms exhibit a strong degree of clustering (Mailier et al., 2006). European windstorm models which are based on a Poisson assumption are indeed useful as a starting point for risk assessment. However, the Poisson frequency distribution is too restrictive, in that timeline simulations based on the Poisson assumption do not exhibit the degree of variability that is evident in historical data. As discussed in Mailier et al. (2006), January/February 1990 and more recently December 1999 had in particular a high number of very intense windstorms causing considerable losses in the insurance industry (greater than EUR 10 billion). These 2 years in particular are difficult to
explain by European windstorm models that are based on the Poisson assumption, as we will show in this paper. Other phenomena of interest such as earthquakes, hurricanes, typhoons and severe flooding events may also exhibit some degree of clustering.

In this paper, we begin by describing a useful framework for modelling clustered processes, applied very specifically to the catastrophe modelling problem in an event-table context. We adopt what we call a Poisson mixture modelling framework, which has been previously described in Wang (1998) and for example has been explored in Eas-tou and Tawn (2010) in the context extreme value theory for peak flows. Having done so, we build a clustered model for historical European windstorm data, after which we explore the consequences of modelling clustering for common risk transfer contracts (catXL contracts), developing novel insights along the way.

The paper is structured as follows:

– In Sect. 2, we briefly describe a conceptual framework for modelling clustered phenomena, using historical data as a starting point. This framework identifies groups of historical events that are strongly associated with oscillations in the physical system, which are the source of clustering. We then provide a brief summary and discussion of the mathematical properties of the Poisson mixture methodology, our method of choice for modelling clustered processes.

– In Sect. 3, we apply the Poisson mixture methodology to develop a clustered model of historical European windstorm data. We demonstrate the superiority of the clustered model compared to a model based on the Poisson assumption. This section provides a simple and clear example for practitioners to build upon.

– In Sect. 4, we provide new insights into the impact that modelling clustering has on so-called catastrophe excess of loss contracts, which is one of the important mechanisms for transferring risk between primary insurers and reinsurers. These insights are developed using numerical simulations and to a certain degree analytic theory.

– In Sect. 5, we provide a summary and conclusions.

2 A framework for modelling clustered natural hazard processes

2.1 Motivation and background: Poisson versus clustered timeline simulation

In Fig. 1, we provide a pictorial illustration of timeline simulation. In year 1, there are three events occurring (represented by the dots), in year 2 there are two events, and so on. On the vertical axis is “loss”, which is a representation of financial loss against some insured exposure. Time is on the horizontal axis, discretized into years. Each year represents a draw from the distribution of possible event–loss occurrences. Whilst event time stamps can be created to reflect the seasonality of the phenomenon being considered, in this paper we ignore seasonality and consider loss statistics based on annual time scales. This choice mimics the most common insurance industry practice, in which the vast majority of risk transfer takes place based on annual contracts.

In practice, there is a computer code that generates the timeline simulation, consistent with some underlying frequency distribution like the Poisson or negative binomial distribution. The physics of the system we are trying to model dictates the appropriateness of any particular frequency distribution choice. In this paper, we are interested in physical phenomena that exhibit strong “clustered” behaviour.

We begin with what we define as an event table. The event table is comprised of $M$ “events” where each event has a mean annual rate $\lambda_i$, where $i = 1, \ldots, M$. Assuming a Poisson frequency distribution, we can generate a timeline simulation of the number of events per year by simulating from a Poisson distribution independently for each event in our event table. This is by definition a homogeneous Poisson process where the annual rates per event are fixed (see for example Kingman 1993 for extensive discussion of the Poisson process). We emphasize that in such a Poisson simulation, there is zero correlation between the occurrences of different events in our event table. The total annual rate $\lambda = \sum \lambda_i$ is equal to the variance of the annual number of occurrences $\sigma^2$. In the case of the Poisson simulation, the overdispersion $\sigma^2/\lambda = 1$.

In this paper, we define clustered processes as those which are overdispersive so that $\sigma^2/\lambda > 1$ and those which exhibit cross-event correlation (which we define in due course). As we will see in this paper, historical data suggest that large-scale European windstorms exhibit overdispersion. Physically, European windstorm activity is strongly associated with a number of different teleconnection patterns, including the North Atlantic Oscillation (Mailier et al., 2006), which drive the overdispersion. If we look at years 1990 and 1999 in the recent past (Mailier et al., 2006), it appears as though European windstorms tend to happen in clusters of particu-
larly intense events, at least suggesting that event occurrences within particular years are correlated.

2.2 Conceptual framework for modelling clustering

Here our intention is to simply describe a conceptual framework for developing a model which exhibits clustering, when historical data are available. This framework for modelling clustering stems from physical principles. The idea is that there exist certain physical drivers which in some years favour the occurrence of certain types of events over others (for example the North Atlantic Oscillation). We assume that the events in our event table can be split into \( K \) unique groups of events. Some of these event groups are assumed to be strongly modulated by the physical environment in which the events are embedded. This modulation, as it turns out, is the source of overdispersion. In this formulation, each of the events in the \( M \) event table belong to one unique group among the \( K \). We call these groups “clusters”. To model the occurrence of clustering in the clusters we will need to use frequency distributions which exhibit overdispersion and are therefore not Poisson. For simplicity, we assume the behaviour of the clusters are independent of one another (although this can be relaxed).

To split our event set into the \( K \) clusters, we assume the existence of an archive of historical events. The historical events are not part of the event table we use for timeline simulation but are simply used to help define the composition of the clusters. A typical archive of historical events for applications we have in mind consists of 50 years of events. Given an archive of historical events, the idea is to proceed as follows: (1) apply a statistical clustering algorithm to an archive of historical events, which defines the properties of the \( K \) clusters; (2) use regression analysis to determine the physical drivers of the different clusters defined on the historical set to check for physical significance; (3) check that the \( K \) clusters are behaving independently (this can be relaxed, but in any case it is important to be able to quantify the correlation across clusters); (4) “match” the \( M \) events in the event table to the \( K \) clusters defined on the historical data using a nearest neighbour algorithm; (5) determine the target overdispersion of each of the \( K \) clusters from the historical data (with errors estimates); (6) apply a mathematical modelling framework (such as the Poisson mixture formulation described in Sect. 2.3) to generate simulations that are in the suggested range of overdispersion from the historical data and also exhibit an appropriate degree of within cluster correlation.

The idea of applying statistical clustering algorithms is now well established in the literature for tropical and extratropical cyclone data (see Kossin et al., 2010; Camargo et al., 2007, 2008; Gaffney et al., 2007). While the above described application of statistical clustering algorithms is convenient, we recognize there are several uncertainties associated with this scheme. The results will be sensitive to the choice of clustering algorithm, the details of the regression analysis, the length and quality of the historical data (which leads to uncertainty in target overdispersion) and the ability to match the event set to the historical clusters. However, if such uncertainties are carefully considered, our view is that the above framework can provide a useful context for building clustered versions of models, which can be calibrated to reflect the properties of the underlying natural phenomena. In what follows, we review our chosen formulation for modelling clustered processes.

2.3 Poisson mixture methodology

As before, we assume our stochastic event set is comprised of a total of \( i = 1, \ldots, M \) unique events with average annual rates \( \lambda_i \). Suppose we have divided this stochastic event set into \( k = 1, \ldots, K \) clusters. The \( k \)th cluster has \( M_k \) events where each event belongs to one of the clusters and therefore \( \sum_{k=1}^{K} M_k = M \). Given our assumption that the clusters are mutually independent, it suffices to understand the mathematical behaviour of one of the clusters before putting all the independent clusters together in one timeline simulation.

We now focus our attention on the \( k \)th cluster comprised of \( j = 1, \ldots, M_k \) events. The important mathematical results underlying the Poisson mixture formulation are drawn from Wang (1998). Our intention here is to cast the Poisson mixture formulation into our context and point out the key aspects/implications of the methodology for modelling clustering.

Let the discrete random variables \( N_1, \ldots, N_{M_k} \) represent the annual number of occurrences of events \( j = 1, \ldots, M_k \). We want to generate a timeline simulation that is overdispersive and exhibits cross-event correlation. In the Poisson mixture formulation, we “modulate” the event rates by random draws from a gamma distribution before simulating any particular year of events. This modulation leads to a simulation with overdispersion greater than 1 and correlation in the annual occurrences of events within the cluster. Let \( \Theta_k \) be a random variable drawn from the univariate gamma distribution \( g(\theta_k, \alpha_k, \tau_k) \), where the shape parameter is \( \alpha_k \) and the scale parameter is \( \tau_k \). In this notation the underscore \( k \) represents the \( k \)th cluster. Suppose we are generating a simulation for year 1. The total number of events \( n_1 \) to select from the cluster is

\[
n_1|\Theta_k = \theta_{k,1} \sim \text{Poisson } (\theta_{k,1}\lambda_k) \tag{1}
\]

where \( \lambda_k \) is the total rate for cluster \( k \), and \( \theta_{k,1} \) is the particular realization from the gamma distribution for year 1. To determine which events to pick for year 1, we draw, with replacement, events from the cluster \( k \) where the probability of any event being selected is proportional to its rate. This procedure is then repeated for all subsequent years in the simulation.

The gamma distribution acts as a “modulator”. This modulator of the rates is intended to account for large-scale phys-
ical drivers that increase/decrease the annual rate of the particular types of storms in cluster \( k \). The idea is that historical data will be our guide in determining the amplitude (variance) of this modulator. In this construction, our intention is to not change the mean number of occurrences of all the \( j = 1, \ldots, M_k \) events. This can be done by ensuring that the \( E[\Theta_k] = 1 \). Now, for the gamma distribution, we know that \( E[\Theta_k] = \alpha_k \tau_k \). We choose \( \alpha_k = 1/\tau_k \) and hence \( E[\Theta_k] = 1 \). Since \( \text{var}(\Theta_k) = \alpha_k \tau_k^2 \), this choice implies that \( \text{var}(\Theta_k) = \tau_k \). So, the modulator has mean 1 and variance equal to the scale parameter. Notice that in each year of simulation, each member of the cluster is modulated by the same realization of \( \Theta_k \).

In what follows, we summarize a number of key points that we would like to emphasize related to using Poisson mixtures for modelling clustered phenomena:

1. Using the results in Wang (1998), Appendix A provides the expression for the probability generating function consistent with the Poisson mixture framework. Doing so allows us to compute important loss statistics (explored in Sects. 3 and 4) analytically. This is convenient from an implementation point of view.

2. As discussed in Wang (1998), the Poisson mixture probability generating function implies a multivariate negative binomial distribution with mean annual rate of \( \lambda_k = \sum_{j=1}^{M_k} \lambda_j \) and variance \( \lambda_k + \tau_k \lambda_k^2 \), which implies that the overdispersion is \( 1 + \tau_k \lambda_k \) for the cluster as a whole. The overdispersion is linear in both the variance of the modulation and the overall rate for the cluster. Finally, as discussed in Wang (1998), the marginal distributions are negative binomial with mean \( \lambda_j \) and variance \( \lambda_j + \tau_j \lambda_j^2 \).

3. The Poisson mixture framework implies that the annual occurrence of events within a cluster are correlated. As shown in Wang (1998), the covariance coefficient for the annual occurrences of any two events in the cluster is equal to \( \text{cov}(N_k[N_i], N_b) = \text{cov}(\Theta_k, \Theta_b) = \tau_k \) (where \( N_a \) and \( N_b \) are the random variables associated with any two events \( a \) and \( b \) in the set of \( j = 1, \ldots, M_k \) events). This is in contrast to the Poisson assumption, where the annual occurrences of any two distinct events within a cluster are uncorrelated. This Poisson mixture formulation is designed to create “big years” in which many intense events can occur in the same year, having dramatic impact on catastrophe-related exposures. As we will show in the example provided in Sect. 3, models which treat events independently do not yield model results that provide an accurate description of the historical data.

4. In Sect. 2.2, we discussed the idea that the \( K \) clusters are independent (which is convenient for implementation purposes), but we could relax this assumption by using Copula methods to rank correlate the \( K \) clusters through their modulating gamma distributions.

5. Each of the \( k = 1, \ldots, K \) clusters has an overdispersion of \( 1 + \tau_k \lambda_k \). We emphasize that the overdispersion can be ‘calibrated’ by choosing a \( \tau_k \) designed to mimic results from our historical catalogue.

6. Our experience with European windstorm data suggests that the more severe/intense events tend to be the ones that exhibit clustering (consistent with the findings in Vitolo et al., 2009; Pinto et al., 2013). Hence, we can in principle divide each of our \( K \) clusters into a Poisson and overdispersive part. Physically based thresholds can be used to divide up the \( K \) clusters as desired. By doing so, the overdispersion of the \( k \)th cluster becomes \( 1 + \lambda_k^2 \tau_k \lambda_k^{-2} \), where \( \lambda_k^2 \) is the sum of the rates of the events in the overdispersive subset (and clearly \( \lambda_k^2 < \lambda_k \)). This subsetting lowers the overall overdispersion of the \( k \)th cluster (for a fixed gamma variance). In our experience, this added flexibility is helpful in model calibration.

3 A simple clustered model of European windstorm data

We now examine whether or not clustering exists in a data set based on 135 of the most intense windstorms to occur in Europe over the period from 1972 to 2010. We use a data set of European windstorm event reconstructions discussed extensively in Bonnazi et al. (2012). The reconstructions consist of 135 of the most intense windstorms to occur in Europe over the period from 1972 to 2010. Using 3 s peak gust data collected from 1972 to 2010 covering 15 European countries, a set of 135 event reconstructions on a high-resolution variable resolution grid was created. The event reconstructions consist of maps of local maximum gusts experienced during the passage of the 135 synoptic events. The high-resolution reconstructions were then aggregated to the CRESTA (Catastrophe Risk Evaluation and Standardizing Target Accumulations) level for Germany, United Kingdom, France and Denmark (our chosen domain of interest for demonstration purposes). CRESTA represents a coarse spatial grid that is commonly used in the insurance industry (see www.cresta.org for example). For each storm, a single number, called the storm severity index, was produced by computing the following for each storm:

\[
\text{SSI}_{250} = \frac{\sum (v_i - v_0)^3 A_i^{1/3}}{\sum A_i},
\]

where the sum takes place over all affected CRESTA zones for a particular storm, \( v_i \) is the wind gust at CRESTA cell \( i \), and \( A_i \) is the area of the \( i \)th CRESTA cell. We use a threshold of \( v_0 \) set to 25.0 ms\(^{-1}\) (hence our notation SSI_{250}). The summation takes place over all CRESTA cells in the superset of Germany, United Kingdom, France and Denmark. The storm severity index correlates well to aggregated damage/loss due to the passage of the storms and is therefore par-
particularly appropriate for the risk modelling applications we have in mind. The set of 135 storms we consider contains famous European windstorm events such as 87J, Daria, Vivian, Anatol, Lothar, Martin and Kyrrl. For details related to the observational data set, the storm reconstruction method and how the 135 most severe storms were selected, the reader is referred to Bonazzi et al. (2012). Using the time series of the number of storms per year over the 39-year data record, we find a sample overdispersion of 1.39, strongly suggesting the time series exhibits clustering. While it is beyond the scope of this paper to provide an in-depth study with regards to the physical drivers that cause this clustering, we note that there is a considerable literature which studies the physical drivers, and a few relevant references will be provided in Sect. 5.

In what follows, we first dig deeper into the historical data, using statistics that are commonly used in catastrophe risk management. After doing so, we build a Poisson model of the data, demonstrating the inadequacy of the model in explaining the data. We then calibrate a clustered model using the Poisson mixture formulation (using specific calibration criteria that we define), showing its superiority over the Poisson model.

In the upper left panel of Fig. 2, the red line depicts the empirical occurrence exceedance probability (OEP). On the horizontal axis we have SSI250 and on the vertical axis we have return period (RP), which is the inverse of the exceedance probability. The OEP is defined as follows: there is a probability distribution associated with the annual maximum SSI250 (loss). For any given SSI250 threshold (on the horizontal axis), the integral of this probability distribution from the threshold to infinity is the OEP (or 1 minus the cumulative probability up to the SSI250 threshold). Similarly, we can define the OEP2 as follows: there is a probability distribution associated with the second annual maximum SSI250. The OEP2 (where 2 denotes the second annual maximum) is, for any given SSI250 threshold, equal to the integral of the probability distribution associated with the second annual maximum from the threshold to infinity. We define the OEP3 and OEP4 analogously. The red curves on the upper right, lower left and lower right panels of Fig. 2 define the OEP3 and OEP4 analogously. The red curves on the upper right, lower left and lower right panels of Fig. 2 represent the empirical OEP2, OEP3 and OEP4 curves. The empirical curves are derived from our 39-year times series of SSI250 from the historical data. We provide more formal definitions of the OEP and OEP2 Appendix B (the OEP3 and OEP4 follow a similar logic to what is shown in the Appendix B). We refer readers to a book on order statistics by David and Nagaraja (2003) for a comprehensive treatment of order statistics mathematics. Note that the empirical EP curves are computed in the following way: for each case (OEP, OEP2, OEP3, OEP4) we have a time series of $n = 39$ SSI250 values (note, for example, that in the case that there is only one event in a given year, the second, third and fourth maximums are set to 0) and we order the SSI250 values in increasing order indexed by $m = 1, \ldots, 39$. For the $m$th order statistic, the empirical EP is set equal to $1 - \frac{m-1/3}{n+1/3}$ (using the median of the beta distribution which describes the probability distribution of the cumulative probabilities). The grey bounds on the red empirical EP curves represent the 5/95 quantiles of the beta distribution which represents the uncertainty in assigning the EP value. Note that the uncertainty increases for higher exceedance RP values, as we would expect. The reader is referred to Makkonen (2006) and references therein for an in-depth discussion related to choosing a method for assigning empirical EP values.

We now build a model of the data using a Poisson assumption and see how well the Poisson model matches empirical OEP, OEP2, OEP3 and OEP4. To build the Poisson model of the data we start by taking the 135 values of historical SSI250 and fit a generalized Pareto distribution, using the smallest SSI250 value as the threshold. This choice of threshold is justified in that the 135 storms is a representation of extreme events. This generalized Pareto distribution of the data represents the distribution of SSI250 given that there is an event. We call this the conditional SSI250 distribution. We then assume that the annual rate of storm occurrence is $\lambda = 135/39$ (simply the number of historical events divided by the number of years in the historical data). We then generate a $10^3$-year simulation of event frequency using a Poisson assumption. For each event occurrence, we sample from the generalized Pareto distribution to obtain a simulated SSI250. The resulting OEP curve is depicted by the blue line in the upper left panel of Fig. 2. Notice that at short return periods (2–5 years) the blue line is well above the empirical curve and even strays from the empirical curve uncertainty bounds. Looking at the results for the OEP2, OEP3 and OEP4, we find that the Poisson model underestimates the exceedance probability at the long return periods (or high SSI250 thresholds). In the case of the OEP4, the Poisson model is outside the empirical uncertainty bounds for return periods greater than 50. This implies that the Poisson model does not generate enough of what we call “big years” with multiple large SSI250 events. For example, in 1990, our historical data have four large events (with large insured losses): Daria, Vivian, Herta and Wiebke with SSI250 values of 5.53, 5.91, 4.17 and 4.14 respectively. If we take the 4th largest event in SSI250 (Wiebke), we find the return period to be well over 10000 years. Our opinion is that a model which assigns such a long return period to a year which has occurred in the historical record is of limited utility. Based on these results, we conclude that the Poisson model gives a poor representation of the empirical OEP, OEP2, OEP3 and OEP4. Perhaps it is not surprising given the lack of variability in the Poisson (with its overdispersion of 1.0) compared to the 1.39 in the historical data.

We now use the Poisson mixture method to develop a clustered model for the data. The intended scope of this work is to build a clustered model that satisfies what we feel are reasonable calibration benchmarks, in turn demonstrate its superiority over the Poisson assumption and then understand its
We now describe our calibration criteria: (1) it is now well established that a high degree of clustering is more associated with intense systems (Mailier et al., 2006; Pinto et al., 2013; Vitolo et al., 2009). As such, our intention is to build a clustering model where only the more intense storms are clustered to mimic our best understanding of the phenomena (using SSI250 as our measure of intensity). (2) We aim to build a model which yields an overdispersion that is reasonably close to what is obtained from the historical data (1.39). (3) We aim to build a model which lies within the range of uncertainty associated with the empirical OEP, OEP2, OEP3 and OEP4.

To generate the clustered simulations, we start with an event table derived from the $10^3$-year Poisson simulation. We choose an SSI250 threshold and gamma variance. Events below the SSI250 threshold are simulated using a Poisson assumption. Events with SSI250 greater than or equal to the threshold are simulated using the Poisson mixture method for the chosen gamma variance. This procedure yields a new $10^2$-year clustered simulation. To find the model configuration that matches our calibration criteria, we constructed a large ensemble of models for various combinations of (1) SSI250 threshold and (2) gamma variance used on the clustered storms, until we found a model that met our calibration criteria. The outcome of this calibration procedure was that we chose an SSI250 threshold of 2.5 and gamma variance 1.5. In the historical data roughly 21 % of storms lie above SSI250, which shows that we have clustered the most intense events only. This model configuration happens to achieve an overall overdispersion of 1.38, very much in line with the historical data value of 1.39. Figure 3 depicts results arising from the model calibration process varying the SSI250 threshold (labelled THRS in Fig. 3) and gamma variances (labelled ALPHA in Fig. 3). In Fig. 3, the grey uncertainty bands are associated with the empirical OEP (only up to SSI250 3.2), as in the upper left panel of Fig. 2. In the upper panel of Fig. 3 we show results for a fixed gamma variance but varying the SSI250 threshold. The lower panel of Fig. 3 depicts results for a fixed SSI250 threshold but varying the gamma variance. Figure 3 gives visual confirmation that our chosen model parameters are reasonable from the perspective of the empirical OEP and its associated uncertainty.

In Fig. 2, the green lines depict the OEP, OEP2, OEP3 and OEP4 results from the clustered model. For the OEP, we see that the clustered model lies within the uncertainty bands associated with the empirical curve. Interestingly, the clustered OEP curve is less than or equal to the Poisson OEP, which is a property of the Poisson mixture methodology as we have applied it (an informal demonstration of this is given in Appendix C) and is more in line with the empirical curve, especially at short return periods. For the OEP2, OEP3 and OEP4, the clustered model is higher than the Poisson curve (at longer return periods) and lies within the range of uncertainty associated with the empirical curves. In our view, the clustered model is a better model, because it is more consistent with the statistics associated with the historical data. The return period of the year 1990 read off the OEP4 curve is between 500 and 1000 years. Unlike the Poisson case (with a return period of well over 5000 years), our view is that the clustered model is much more reasonable, given that we have a year in the historical set where the fourth largest storm has an SSI250 of 4.14. The reason our calibrated model generates shorter return periods for years with a large number of intense SSI250 events (compared to the Poisson model) is (1) the SSI250 threshold, which emphasizes clustering on more intense events (consistent with our scientific understanding of clustering and Vitolo et al., 2009; Pinto et al., 2013); (2) the overdispersion of the clustered model, which gives a reasonable fit to historical data; and (3) the correlation across the intense SSI250 events that are clustered.

In conclusion, using the Poisson mixture methodology, we have built a clustered model that clusters intense storms, gives a reasonable match to historical overdispersion and generates OEP statistics that are within the range of uncertainty implied by the limited historical set (the Poisson model
First, we define the type of catXL contract that we study in this paper. We focus on so-called aggregate limit contracts due to their common use in the industry. Consider again the timeline simulation depicted in Fig. 1. Suppose that the timeline simulation represents losses due to European windstorms for a given insurance company portfolio. The so-called attachment point (loss level) \( A \) is depicted by the red dotted line in Fig. 1. The so-called exhaustion point (loss level) \( E \) is depicted by the blue dotted line in Fig. 1. Let the loss associated with event \( i \) in year \( j \) be \( l_{i,j} \). For each event loss, we can compute the loss to the “layer”. The layer is defined by the loss values between the attachment point \( A \) and exhaustion point \( E \). For \( l_{i,j} \) the loss to the “layer” is 0 if \( l_{i,j} < A \) and otherwise equal to the \( \min(E - A, l_{i,j} - A) \). For year \( j \), with \( N_j \) events, the aggregate loss to the “layer” is simply the sum of all event losses to layer. We now define the aggregate limit as \( (E - A)(r + 1) \), where \( r = 0, 1, 2, \ldots \) is an integer which represents the number of so-called re-instatements. For any given year \( j \), the annual loss can be at most \( (E - A)(r + 1) \). In other words, for any given year \( j \), if the sum of all the event losses to layer exceeds the aggregate limit, the annual aggregate loss is capped by the aggregate limit.

We define a random variable \( AL|r \) as the annual aggregate loss for a given number of re-instatements. Again, for any given year, the annual aggregate loss is the sum of the event losses to the layer, capped by the aggregate limit. In this paper, we are interested in studying the expectation and standard deviation of the random variable \( AL|r \), which we denote by \( E(AL|r) \) and \( \sqrt{E(AL|r - E(AL|r))^2} \) respectively. Typically, all the losses to the layer (as defined above) are covered by a reinsurance company which has a contract with an insurance company. The insurance company pays a premium for this contract. The expectation and standard deviation are key components in formulas which are used to determine the required premium (or price) that primary insurance companies pay to reinsurers.

In what follows, we discuss two extreme cases which are relatively easy to characterize. We begin by looking at the case of infinite re-instatements (\( r = \infty \)), and then move onto the more complicated case of zero re-instatements (\( r = 0 \)). The larger the number of re-instatements, the larger the potential aggregate annual loss to layer. For larger numbers of re-instatements, generally more risk is passed on from the insurance company to the reinsurer. However, the insurer will oftentimes have to pay a larger premium for contracts with larger numbers of re-instatements. Understanding these two extreme cases is helpful in understanding the more difficult case of finite re-instatements.

4.1 Infinite re-instatements

In the case of infinite re-instatements, the aggregate limit is unbounded, and the random variable we consider is the uncapped annual aggregate loss, which for year \( j \) is given by
Figure 4. The upper left panel depicts the OEP curves for the Poisson (POI) and clustered (CLU) models of the data. The vertical and horizontal lines on the upper left panel depict the SSI (loss) and return period thresholds of the attachment and exhaustion point of the catXL layer under consideration (note that the SSI values are the same as in Fig. 2 which are labelled as SSI250). The attachment and exhaustion points are consistent with the 2- and 20-year return periods derived off the Poisson OEP curve. The mean loss to layer as a function of the number of re-instatements is shown in the upper right panel. The lower left panel depicts the standard deviation of the annual aggregate loss to layer as a function of the number of re-instatements. The lower right panel depicts the percentage contribution of the first annual maximum loss to the catXL mean and standard deviation of the loss for the case of zero re-instatements.

\[ \sum_{i=1}^{N_j} \min(E - A, l_{i,j} - A) \] (note that events for which \( l_{i,j} < A \) are excluded from the sum). We look at results from our 10^6-year simulations discussed in Sect. 3 for the Poisson and clustered cases. Note again that SSI250 is analogous to loss.

Before looking at the expectation and standard deviations of the annual aggregate loss, we need to define the attachment and exhaustion points \( A \) and \( E \). Results will be discussed for two cases which are depicted in Figs. 4 and 5. In the case of Fig. 4, the attachment and exhaustion points \( A \) and \( E \) respectively are the SSI (loss) thresholds consistent with the 2- and 20-year RP defined off the Poisson OEP. In Fig. 5, \( A \) and \( E \) are defined by the loss thresholds consistent with the 20- and 50-year RP defined by the Poisson OEP. Our experience is that similar types of definitions of \( A \) and \( E \) can be found in real contracts applied in the insurance industry. The loss thresholds which define the attachment and exhaustion points on Figs. 4 and 5 are depicted by the horizontal lines.

We now describe the results in Fig. 4 in detail. In the upper left panel of Fig. 4, we plot the OEP curve generated from our Poisson and clustered timeline simulations (again, as discussed in Sect. 3). In the upper right panel of Fig. 4, we plot the mean loss (again taking SSI as our proxy for loss), for both the Poisson and clustered case, as a function of the number of re-instatements. When the number of re-instatements is 10^6 (effectively infinite in this context and labelled as such), the mean loss for the Poisson and clustered cases are equal to each other within numerical precision. In the lower left panel of Fig. 4, we plot the standard deviation of the annual aggregate loss to layer as a function of the number of re-instatements. For 10^6 re-instatements, the standard deviation of the annual aggregate loss to layer is much higher than the Poisson. The results in Fig. 5 for 10^6 re-instatements are qualitatively identical.

So why does clustering impact the standard deviation of the annual aggregate loss but not the mean loss? At least intuitively, these results seem to make sense. If our natural hazard peril is more volatile due to clustering, perhaps it is not surprising that clustering increases the standard deviation of the annual aggregate loss, especially in the case of infinite re-instatements in which there is no cap on the annual aggregate loss and losses due to all events are counted. Furthermore, clustering does not change the number of occurrences of any particular event over a long timeline simulation, so in the case where there is no cap on the annual aggregate loss, the impact on the mean loss makes sense.

In more detail, we first note that the inclusion of clustering has no impact on the mean annual rate of occurrence of any particular event (as implemented in this study). This implies that the distribution of loss conditional on an event occurring...
is unchanged by the inclusion of clustering. As discussed in Appendix D, for any given loss threshold the frequency of exceedance is by construction not impacted by the inclusion of clustering (at least for our Poisson mixture formulation of the clustering model). As shown in Appendix E, the mean loss to the layer is given by the product of the event exceedance frequency (EEF) evaluated at the attachment point times the mean loss to layer for events that have losses beyond the attachment point. These quantities are unaffected by the inclusion of clustering, and therefore we understand why the mean loss to layer for infinite re-instatements is the same for both the Poisson and clustered versions of the models.

We now address the question of why, in the infinite re-instatements case, the standard deviation of the annual aggregate loss is increased when we include clustering in our simulations. In any given year of simulation, the event losses can be sorted in descending order. We can determine which event is the first maximum, second maximum and so on. In the infinite re-instatements case, as there is no cap on the annual aggregate loss, the loss in any particular year of simulation is simply the sum of the losses to layer generated by the first, second and so on maxima. The losses incurred by the first, second and so on maxima can be thought of as correlated random variables. For example, for our 100-year Poisson simulation, the linear correlation between the first and second maximum is approximately 0.64 (obtained using the losses before passing through the layer). The clustered simulations impose a higher degree of correlation between the first and second maximum, which we found to be 0.74. Recalling the expression for the variance of the sum of correlated random variables, it appears that the clustered simulations have higher variance of the annual aggregate loss due to the increased correlation. Ultimately, this higher degree of correlation arises from the property of the Poisson mixture formulation which imposes cross-event correlation of events within a cluster.

As for the price of the contract, recall that both the expectation and standard deviation are key inputs to pricing formulas. While for the infinite re-instatements case the expectation of the aggregate annual loss is unchanged, the increased standard deviation due to the correlation imposed by the Poisson mixture formulation can result in higher model-based contract prices. In this case, clustering introduces additional volatility which drives the price increase.

4.2 Zero re-instatements

In the case of zero re-instatements, the cap on the annual aggregate loss to layer is $E - A$ (since $r = 0$). To compute the annual aggregate loss in any given year, we first add up all the losses to layer for each event occurrence. We take the sum of event losses to layer as our annual aggregate loss but cap it at $E - A$. We now discuss the results in Figs. 4 and 5 based on our numerical experiments. The upper right panels of Figs. 4 and 5 reveal that the mean loss is lower in the clustered case for zero re-instatements. The imposition of the cap on the annual aggregate loss has changed the situation considerably from the infinite re-instatement case where the mean losses are theoretically equivalent.

Why then is the mean loss lower for the clustered model? Suppose, for the sake of argument, that the annual aggregate loss can be explained nearly entirely by the first maximum loss. In this case, we can gain insight by just looking at the distribution of the maximum annual loss. In this case, the mean loss would be well approximated by the integral of the OEP curve from the attachment point $A$ to the exhaustion point $E$ (Klugman et al., 2012). As shown in Appendix C, clustering leads to an OEP curve that is less than or equal to the OEP curve generated from the Poisson model. When we add clustering to our simulations, the effect is to create more simulation years with large numbers of events. This has the effect of lowering the probabilities of the first maximum exceeding a given threshold because clustering piles in events into the same years (compared to the Poisson simulation). In the case of zero re-instatements, we place a cap on the annual aggregate loss, which gives more importance to the first maximum and in turn lowers the mean loss in the clustered case. In the lower right panels of Figs. 4 and 5, we plot the percentage contribution of the annual maximum loss to the zero re-instatement mean and standard deviation. In both cases, the first maximum explains the vast majority of the mean and standard deviation.

With regards to the standard deviation, suppose again that the first maximum in each year of simulation explains nearly all the annual aggregate loss (capped at $E - A$). In this case we can approximate the variance using integration of the OEP curve (Klugman et al., 2012). A lower OEP curve then implies lower annual aggregate loss variability. If we look to the numerical results in Figs. 4 and 5, we find the following: in Fig. 4 we find a higher annual aggregate loss to layer standard deviation for the clustered simulations with zero re-instatements. In Fig. 5 we find a lower annual aggregate loss to layer standard deviation for the clustered simulations with zero re-instatements. The results in Fig. 5 are more in line with the reasoning based on the first maximum loss being the dominant contributor. The lower right panels of Figs. 4 and 5 confirm this reasoning: in the case of Fig. 5, the first maximum is the dominant contributor (not the case in Fig. 4). This corresponds to our intuition that the maximum loss would be the dominant contributor for layers with higher return periods for the attachment and exhaustion points (in Fig. 4 the layer is defined for return periods 2–20 and in Fig. 5 for 20–50).

Based on these results, it is difficult to draw a very general conclusion. However, our results do demonstrate that in the case of zero re-instatements, it is likely that the annual maximum loss explains the majority of the loss to layer. As a result, the integral of the OEP can be used to understand, to first order, the behavior of changes in catXL contract prices when shifting from a Poisson to clustered model.
5 Summary and conclusions

This paper addresses the problem of how to model clustered natural hazard phenomena and explores the consequences of clustering for an important class of risk transfer contracts used to manage natural hazard risk. We provide a simple conceptual framework for building a clustered model and review the properties of a Poisson mixture formulation of this framework. Using an archive of historical European windstorm data, we demonstrate the superiority of a Poisson-mixture-based clustered model over a Poisson model. We then explore the consequences of modelling clustering in the context of catastrophe excess of loss contracts, one of the most common and important risk transfer mechanisms.

Section 2 describes our conceptual framework in detail and is based on the idea of identifying cluster groups associated with unique physical drivers, an approach that is well established in the literature (Kossin et al., 2010; Camargo et al., 2007, 2008; Gaffney et al., 2007). Section 2 continues by reviewing a Poisson mixture methodology (e.g. Wang, 1998) for modelling clustered processes. The Poisson mixture methodology introduces overdispersion by modulating the annual rate of storms within a cluster group using random draws from a prescribed gamma distribution. In the context of natural hazard risk modelling, our view is that this methodology has a number of useful properties: (1) this methodology goes beyond the homogeneous Poisson process by enforcing cross-event correlation, (2) has an overdispersion that can be calibrated to reflect the properties of the underlying natural phenomena and (3) is analytically tractable which leads to useful insights and can make numerical implementation easier. Variants of the Poisson mixture approach we describe have been in applied in other contexts: see for example Eastou and Tawn (2010). Beyond Poisson-mixture-type approaches, we note that many alternatives for modelling clustering exist: see for example Villarini et al. (2013) for recent work.

In Sect. 3, we begin by analyzing data derived from a set of 135 European windstorm event reconstructions, representing intense events that occurred during the period from 1972 to 2010. Each historical wind-field reconstruction is summarized by a storm severity index which is a quantity that is related to the insured loss. We find that this historical record has an overdispersion of 1.39. We then build a model of the data based on a Poisson frequency assumption. Not only is the Poisson model under-dispersive (by definition having an overdispersion 1.0), we find that the occurrence exceedance statistics (representing the statistics of the first, second, third and fourth annual storm severity maxima) given by the Poisson model do not lie within the range of uncertainty implied by the empirical data. We find that the Poisson model assigns a very long return period (> 5000 years) to a year like 1990 (with four significant events) in the historical data. We then use the Poisson mixture methodology to build a clustered model. The criteria that we chose to use in calibrating the clustered model were as follows: (1) the model should only cluster the more intense events; this is consistent with the finding in the scientific literature that more intense events exhibit the highest degree of clustering (Mailier et al., 2006; Pinto et al., 2013; Vitolo et al., 2009). (2) The model should generate occurrence exceedance statistics that lie within the range of uncertainty implied by the historical data. (3) The model overdispersion should be reasonably close to the historical data. In the model calibration process, a large ensemble of models was tested, varying both the storm severity index threshold (beyond which clustering was applied) and the gamma variance. Our chosen model generated an overdispersion of 1.38, and the occurrence exceedance statistics are consistent with the range of uncertainty implied by the historical data. The clustered model also assigned a return period to the important year 1990 of between 500 and 1000 years. For these reasons, our view is that the clustered model is vastly superior to the Poisson model.

The historical data set used in Sect. 3 appears to exhibit strong clustering. While it is beyond the scope of this paper to explore the physical drivers in detail, we note that European windstorm clustering has been shown to be associated with a number of large-scale atmospheric patterns such as the North Atlantic Oscillation (e.g. Mailier et al., 2006; Pinto et al., 2009). We believe that these patterns are the underlying driver of the high degree of overdispersion we see in our chosen historical record. The approach we have outlined for modelling clustering is what we would call a “top-down” approach, in that we are using statistical modelling to model the behaviour we see in the data in order to generate good natural hazard risk models. One inherent limitation of this approach is the limited historical record that we have to work with. In the long run, we anticipate that clustering models will be more strongly informed by numerical modelling. For example in Pinto et al. (2013) the use of numerical modelling for understanding clustering is discussed.

Section 4 explores the impact that clustered simulations have on statistics used in models of catXL contract prices. CatXL contracts are used by insurance companies to transfer risk to reinsurance companies. In the limit of infinite re-instatements, we find that clustering has no impact on the mean loss but increases the standard deviation of the annual aggregate loss due to the increased correlation between the first, second and so on maxima in the timeline simulation. For small numbers of re-instatements, and in particular zero re-instatements, we find that in cases where the maximum annual loss represents the vast majority of loss to the catXL contract layers, one can understand the impact that clustering has on the mean and standard deviation by understanding the impact that clustering has on the occurrence exceedance probability curve. These results provide unique insights into the impact modelling clustering is expected to have in catXL contract pricing. The results in this paper can be used as a starting point to understand the case where we have an intermediate number of re-instatements.
We anticipate that in the future, non-Poisson/clustered natural hazard catastrophe risk models will be more commonly used to quantify risk, and some of the understanding we have developed in this paper may be useful in that wider context.
Appendix A: Probability generating function for the Poisson mixture formulation

By definition, the probability generating function conditional on one particular $\Theta = \theta$ is given by

$$P_{N_1,\ldots,N_{M_k}}(z_1,\ldots,z_{M_k}) = E_1^{N_1} \ldots E_k^{N_k} \left[ z_1^{N_1} \ldots z_{M_k}^{N_{M_k}} | \Theta = \theta \right]$$  \hspace{1cm} (A1)

for cluster $k$. The expectation is over the joint frequency distribution for the random variables $N_1,\ldots,N_{M_k}$. To develop the probability generating function for the Poisson mixture framework frequency distribution, we need to integrate over the modulating gamma distribution ($g(\theta | 1/\tau_k, \tau_k)$) as follows:

$$ P_{N_1,\ldots,N_{M_k}}(z_1,\ldots,z_{M_k}) = \int_{-\infty}^{\infty} \left[ \sum_{z_1,\ldots,z_{M_k}} \right] g(\theta | 1/\tau_k, \tau_k) \, d\theta ,$$  \hspace{1cm} (A2)

where $\tau_k$ is the variance of the gamma modulating distribution (cluster $k$). The above expression can be shown to be

$$ P_{N_1,\ldots,N_{M_k}}(z_1,\ldots,z_{M_k}) = \left[ 1 - \tau_k (\lambda_1(z_1 - 1) - \ldots - \lambda_{M_k}(z_{M_k} - 1)) \right] ^{-1/\tau_k} .$$  \hspace{1cm} (A3)

As noted in Wang (1998), this defines a multi-variate negative binomial distribution with a mean annual rate of $\lambda_k = \sum_j \lambda_{k,j}$ and variance $\lambda_k + \tau_k \lambda_k^2$.

Appendix B: Definitions of the OEP and OEP2

We start by defining the occurrence exceedance probability. Let $M_1$ be a random variable representing the maximum annual loss (or intensity SSI250 as in Sect. 3). Let $N$ be a random variable representing the number of events in a year. Given an event occurrence, assume that $F(l)$ represents the cumulative probability of the loss $L$ at loss threshold $l$. For a given loss threshold $l$ the cumulative probability that the maximum annual loss is below $l$ is given by

$$ F_M(l) = \Pr(M \leq l) = p_0 + p_1 F(l) + p_2 F(l)^2 + \ldots ,$$  \hspace{1cm} (B1)

where $p_n$ is the probability of getting $n = 0, 1, 2, \ldots$ events. The first term accounts for the probability of getting zero events in any given year. The second term accounts for the probability of getting one event (and if we do get one event, it needs to be below the threshold and hence the $F(l)$ in the second term on the right hand in the above equation). The third term in the above expression represents the case where we have two events in a given year, and both must be below the threshold. The summation continues up to values of $N$ for which the annual probability is 0 (if that occurs). By definition, the OEP($l$) = $1 - F_M(l)$.

To obtain the OEP2, we have the following cumulative probability for the random second annual maximum loss:

$$ F_{M2}(l) = \Pr(M2 \leq l) = p_0 + p_1 + p_2 F(l)^2$$
$$ + 2 F(l) (1 - F(l)) + p_3 (F(l)^3 + 3 F(l)^2 (1 - F(l))) + \ldots$$

(B2)

The logic behind the third term above is as follows: if there are two events, one configuration where the second random maximum is below $l$ is where both events are below $l$ whose probability is given by $F(l)^2$. However, there are two other configurations that need to be accounted for: one event is below the threshold and one event is above. The total probability associated with these configurations is given by $2 F(l)(1 - F(l))$ (as this can happen in two ways). By definition, the OEP2 = $1 - F_{M2}(l)$. Similar logic can applied to the case of the OEP3 and OEP4. The basic idea is that given a fixed number of events, one needs to account for all the possible ways the maximum under consideration can be below a given threshold. Readers are referred to David and Nagaraja (2003) for a comprehensive treatment of these order statistics.

Appendix C: Impact of clustering on the OEP

In Appendix B, the expression for the cumulative probability of the maximum annual loss is shown. This, by definition, is the probability generating function of $F(l)$. For a Poisson frequency assumption $F_M(l) = e^{-\lambda(1-F(l))}$. For a Poisson mixture implementation in which we preserve the mean annual rate of occurrence, the probability generating function shown in Appendix A leads to the following expression for the cumulative probability of the maximum loss: $F_M(l) = (1 - \tau \lambda (F(l) - 1))^{-1/\tau}$.

The OEP for the Poisson case is given by $1$ minus the cumulative probability or just $1 - e^{-\lambda(1-F(l))}$. The OEP for the clustered case is $1 - (1 - \tau \lambda (F(l) - 1))^{-1/\tau}$. To simplify, we define $C = 1 - F(l)$. The key to understanding the relativity of the Poisson and clustered OEP is to look at the ratio of the Poisson OEP to the clustered OEP given by

$$ \frac{1 - e^{-\lambda C}}{(1 + \tau \lambda C)^{-1/\tau}} .$$

(C1)

As the loss threshold becomes large, $C \to 0$, and the above ratio tends to $1$. This implies that the Poisson and clustered OEP converge to one another for large loss thresholds. As well, the above ratio is less that 1 (not shown here) for all loss thresholds (for positive values of $\tau$), which is easily demonstrated numerically or by simple proof.
Appendix D: Impact of clustering on the event exceedance frequency

Assume that we have an event table comprised of $M$ events with mean annual rates of $\lambda_i$ where $i = 1, \ldots, M$. The distribution of loss associated with event $i$ is $p(l_i)$. Consider a simulation using only the event $i$. We want to compute the average annual number of losses that exceed $l^*$, which is called the event exceedance frequency. This is by definition the mean annual rate of event $i$ times the probability that the loss exceeds $l^*$ (given that event $i$ has occurred):

$$EEF_i(l^*) = E(N_i)p(l_i > l^*). \tag{D1}$$

For the entire event set, we take the sum over all events to get

$$EEF(l^*) = \sum_{i=1}^{M} E(N_i)p(l_i > l^*), \tag{D2}$$

which can be re-written as

$$EEF(l^*) = \sum_{i=1}^{M} \sum_{n_i=0}^{\infty} p_{n_i} \lambda_i n_i p(l_i > l^*), \tag{D3}$$

where $p_{n_i}$ is the annual probability of getting $n_i$ occurrences of event $i$. Note that while clustering will change the $p_{n_i}$ values, the sum will not change, because by construction we only consider the case where the expectation is not changed.

The formulation of Poisson mixtures we have discussed in this paper does not, therefore, change the EEF.

Appendix E: Catastrophe excess of loss contract: mean loss for infinite re-instatements

We consider a catXL contract with an attachment point $E$ and exhaustion point $A$ (as defined in Sect. 4). We consider an aggregate limit AL = $(E - A)(1 + r)$ where $r$ is the number of re-instatements. We consider the limit as $r \to \infty$. Our event table is comprised of $i = 1, \ldots, M$ events. Assume that each event has an event loss distribution $p(l_i)$. First consider the event $i$. Let $S_{n_i}$ represent a random variable representing the sum of losses due to $n_i$ occurrences of event $i$. Let $p_{n_i}$ represent the annual probability of getting $n_i$ occurrences of event $i$ in a year. Let $E(S_{n_i})$ be the expected loss to the catXL layer due to $n_i$ occurrences of event $i$. The expected loss due to $n_i$ occurrences of event $i$ is simply $E(S_{n_i}) = n_i \int_{A}^{E} (1 - p(l_i < l))dl$, which is $n_i$ times the integral of 1 minus the cumulative probability for the loss of event $i$. Then, by definition, the expected loss due to event $i$, is

$$\sum_{n_i=0}^{\infty} p_{n_i} \lambda_i n_i \int_{A}^{E} (1 - p(l_i < l))dl = \lambda_i \int_{A}^{E} (1 - p(l_i < l))dl, \tag{E1}$$

where $\lambda_i$ is the expected number of annual occurrences of event $i$. The above is completely general in that $p_{n_i}$ need not be Poisson. Now, the mean annual loss (denoted “AAL” for average annual loss) is simply

$$AAL = \sum_{i=1}^{M} \lambda_i \int_{A}^{E} (1 - p(l_i < l))dl, \tag{E2}$$

adding up the contributions from each event in our event table. Dividing both sides above by $\lambda_{tot} = \sum_{i=1}^{M} \lambda_i$ gives

$$\frac{AAL}{\lambda_{tot}} = \sum_{i=1}^{M} \lambda_i \int_{A}^{E} (1 - p(l_i < l))dl = \int_{A}^{E} CEP(l)dl, \tag{E3}$$

where “CEP” is the conditional event exceedance probability by definition. Hence, we see that the mean annual loss can be written as $\lambda_{tot} \int_{A}^{E} CEP(l)dl$.

We can shift our point of view in the above argument and think of $E(S_{n_i})$ as the expectation of the losses to the catXL layer given only the events whose loss distributions have support beyond $A$. We denote this $\bar{E}(S_{n_i})$. We can think of $p_{n_i}$ as the annual probability of getting $n_i$ events with losses above the attachment point $A$, which we denote $\bar{p}_{n_i}$. Finally, we can think of $\bar{p}(l_i)$ as the probability distribution of the loss to the layer given that the event loss is above $A$. Our mean loss due to event $i$ then becomes

$$\sum_{n_i=0}^{\infty} \bar{p}_{n_i} \bar{\lambda}_i \int_{0}^{\infty} (1 - \bar{p}(l_i < l))dl. \tag{E4}$$

In the equation above, we integrate the loss distribution from 0 to $\infty$ so we are guaranteed to cross the exhaustion point (where there will be a delta function). Taking the sum of the above equation over the $M$ events, we get a mean loss equal to $\bar{\lambda} \int_{0}^{\infty} CEP$. In this set up, $\bar{\lambda}$ is the exceedance rate of event losses above the exhaustion point $A$ and $\int_{0}^{\infty} CEP$ is the mean loss to layer per event given that it causes a loss to the layer ($\bar{A}$ is used to denote above the attachment). Finally, as we have discussed above, the exceedance frequency of event losses beyond any loss threshold is unaffected by the inclusion of clustering (as we have constructed it that way). Therefore, catXL mean losses do not change with the inclusion of clustering.
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