Application of different signal analysis methods to the ULF data for the 1993 Guam earthquake
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Abstract. Two different analysis methods; (1) mono-fractal analysis (based on Higuchi method) and (2) flicker noise spectroscopy, have been applied to the same ULF (frequency less than 10 Hz) electromagnetic data observed at Guam during 3 years including the 1993 August Guam earthquake. The results by these two methods are found to be very consistent with each other; that is, some precursory effects seem to start about 3 months before the earthquake. This gives us a strong support to the self-organizing critical process before the Guam earthquake.

1 Introduction

We understand that when a heterogeneous material is strained, its evolution toward the final rupture is characterized by the nucleation and coalescence of microcracks before the final rupture. The two physical quantities are recognized as being most indicative of microfracturing process in the focal zone: (1) ULF electromagnetic emissions and (2) acoustic emissions (Hayakawa, 2001; Hayakawa et al., 2004). Though there have recently been found a lot of convincing evidence on the electromagnetic emissions in a wide frequency range from DC (frequency less than 1 mHz), ULF (frequency from 1 mHz to 10 Hz) to VHF (30–300 MHz) associated with earthquakes (EQs) (e.g. Hayakawa and Fuji-nawa, 1994; Hayakawa, 1999; Hayakawa and Molchanov, 2002), but our main tool in this paper is to monitor such microfractures which are known to occur before the final breakup in the focal zone of an EQ, by recording the ULF emissions. The presence of precursory signature of EQs is clearly identified in the ULF range for large (magnitude greater than 7) EQs such as Spitak, Loma Prieta, Guam, Biak etc. (Fraser-Smith et al., 1990; Molchanov et al., 1992; Kopytenko et al., 1993; Hayakawa et al., 1996, 1999, 2000).

The ULF emissions are found to take place from a few weeks to a few days prior to powerful EQs (including Spitak, Loma Prieta, Guam etc.), which are considered as the so-called precursors of the general fracture. These ULF emissions are believed to be definitely generated in the focal zone and to have propagated up to the subsurface ULF sensors. Dynamic process in seismo-active areas can produce current systems of different kinds (see e.g. Molchanov and Hayakawa, 1995; Vallianatos and Tzanis, 1999 and references therein), which can be local source for electromagnetic waves at different frequencies. The ULF range is most possible to come from the source region with the least attenuation, and we can consider that those ULF emissions would carry the information on the microfracturing taking place near the focal zone.

Because the dynamics of EQs is well known to exhibit properties which are characteristics for the self-organized criticality (SOC) process (e.g. Bak et al., 1987; Bak, 1997), we made the first attempt to use the fractal analysis to the seismogenic ULF emissions as a nonlinear process for the Guam EQ (Hayakawa et al., 1999). Because the principal feature of the SOC dynamics is a fractal organization of the output parameters both in space (scale-invariant structure) and in time (flicker noise or 1/f noise). If the time series of ULF data is a temporal fractal, we expect a power-law spectral density of the recorded time series: $S(f) \propto f^{-\beta}$ ($\beta$: spectral exponent). Hayakawa et al. (1999) found a significant change in this spectral exponent ($\beta$) just before the Guam EQ in such a way that the value of $\beta$ is approaching unity (becoming flicker noise) before the rupture, and later the similar behavior was also confirmed for another large EQ at Biak (Hayakawa et al., 2000). This estimation of fractal dimension was based on the spectral slope, $\beta$ in the spectral analysis, but later Smirnova et al. (2001) and Gotoh et al. (2003, 2004) have compared different analysis methods...
in estimating the fractal dimension.

In this paper we intend to try to compare the results by the two different methods to the same ULF electromagnetic data including the 1993 August Guam EQ; (1) mono-fractal analysis (Ida et al., 2006) and (2) flicker noise spectroscopy (Hayakawa and Timashev, 2006). This kind of comparison of results by different methods as applied to the same data enable us to think of the reliability of the obtained results and to go to the definite conclusion on the process taking place in the lithosphere.

2 Experimental ULF data and Guam earthquake

The details of the ULF data for the Guam EQ have already been given in Hayakawa et al. (1999), but we have to repeat only the important points as follows. The period of data analysis is from January, 1992 to the end of 1994 (total three years). The Guam EQ with magnitude M=8.2, occurred on 8 August, 1993 at 08:34 UT suddenly and without any foreshocks. Its epicenter was located in the sea near the Guam island (geographic coordinates: 12.89° N, 144.80° E) as shown in Fig. 1, and its depth was 60 km. The Guam observatory where the ULF data were recorded, is located at ~65 km from the epicenter. We here comment on the sensitivity distance of seismogenic ULF emissions. Hayakawa and Hattori (2004) and Hayakawa et al. (2007) have summarized all of the previous ULF emissions, who have concluded that the distance of sensitivity of ULF emissions is approximately 100 km even for an EQ with magnitude 7.0. Figure 1 illustrates the relative location of our ULF observatory with respect to the epicenter. A regular magnetic observation was maintained there using a three-axis ring-core-type fluxgate magnetometer (Hayakawa et al., 1996). Three components of magnetic variations were usually recorded on a digital cassette tape with a sampling rate of 1 s.

We analyze the data during the whole period of three years, and we analyze the data during daytime (LT=14:00–15:00), because Gotoh et al. (2004) have found that the most significant change in the mono-fractal dimension was observed for the Guam EQ during daytime. One hour data are treated, so that the number of data is 3600 points per day.

3 Fractal (mono) analysis

The method of mono-fractal analysis has been already described in details in Ida and Hayakawa (2006). Different kinds of methods of fractal behavior of time series data have been proposed, but we have used the Higuchi (1988) method, because Gotoh et al. (2003, 2004) have compared different methods extensively and have come to the conclusion that the Higuchi method is superior to others. The fractal dimension defined and used by Higuchi is most reasonable and acceptable in the sense of fractal definition. Here we explain briefly the Higuchi’s method. The estimation of fractal dimension (D) of the time series data (in our case ULF data with sampling of 1 s) is based on the estimation of the length of the curve $X(t)$. The fractal time series $X(t)$ of our concern is used to define the following new time series.

$$\tilde{X}_m(k) = X(m) , X(m+k) , X(m+2k) , \cdots ,$$

$$X\left(m + \left\lfloor \frac{N-m}{k} \right\rfloor \cdot k \right) (m = 1, 2, \cdots, k)$$

We estimate the curve length for each $\tilde{X}_m(k)$, and we call it.

$$L_m(k) = \left\{ \left( \frac{N-m}{k} \right) \cdot \sum_{i=1}^{\left\lfloor \frac{N-m}{k} \right\rfloor} |X(m+ik) - X(m+(i-1)\cdot k)| \right\}^{\frac{1}{N-1}}$$

where the term, $(N-1)/\left( \frac{N-m}{k} \right)$, is the normalizing factor. Finally, the curve length is defined as the arithmetic average as follow.

$$\langle L(k) \rangle = \frac{\sum_{m=1}^{k} L_m(k)}{k}$$

Then, we plot $\langle L(k) \rangle$ versus $k$ ($k=1, 2, \cdots, k_{\text{max}}$) (here we tentatively take $k_{\text{max}}=10$) and we estimate the slope by fitting, leading to the estimation of the mono-fractal dimension, D.

Similar results are found for other magnetic field components (D, Z), but the most significant result is obtained for the
H component, so that the result for H component is plotted in Fig. 2. Figure 2 is the summary of the temporal evolution of mono-fractal dimension in the bottom panel. One result is obtained for one day, so that the thin line is the connection of those one-day results. While, the full line is the running average over ±5 days. In order to indicate the statistical significance of the peaks in the fractal dimension, D, we have plotted the average value for the whole period (as a horizontal line) and the ±σ (σ: standard deviation) lines. For the sake of comparison, the top panel illustrates the temporal evolution of geomagnetic activity expressed by Ap index.

4 Flicker noise spectroscopy method

This flicker noise spectroscopy which is a new phenomenological method for the retrieval of information contained in chaotic time signals. The details of the method has already been described in Hayakawa and Timashev (2006) and Timashev (2001). According to this phenomenological approach, the main information hidden in a chaotic signal at an interval T is provided by sequences of distinguishing types of irregularities--spikes, jumps, and discontinuities of derivatives of different orders at all space-time hierarchical levels of systems. It is possible to introduce different types of information. The ability to distinguish the irregularities means that the parameters or patterns characterizing the totality of properties of the irregularity sequences, are extracted from the following power spectra $S(f)$ ($f$, frequency).

$$S(f) = \left| \int_{-T/2}^{T/2} (X(t) X(t + t_1) \cdot \exp(2\pi if t_1) dt_1) \right|,$$

$$\langle \cdots \rangle = \frac{1}{T} \int_{-T/2}^{T/2} \cdots dt,$$

and the difference moments $\Phi^{(2)}(\tau)$ of the 2nd order,

$$\Phi^{(2)}(\tau) = \langle (X(t) - X(t + \tau))^2 \rangle = \left( \int_I \left( \frac{dx}{dt} X(x) \right)^2 \right),$$

where $\tau$ is time delay. In this case, $\Phi^{(2)}(\tau)$ is formed exclusively by jumps of the dynamic variable different space-time hierarchical levels of the system under consideration, and $S(f)$ is formed by spikes and jumps. In other words, the power spectra and difference moments of the 2nd order carry different information, which complement each other. The characteristic are the “passport parameters”, which are the correlation times, parameters characterizing the loss of “memory” for these correlation times, characterizing the sequences of “spikes”, “jumps” and discontinuities of derivatives of different orders.

In the most real cases, $S(f)$ and $\Phi^{(2)}(\tau)$ dependences manifest their complexity and non-stationary behavior. Then, the introduction of “passport parameters” to describe the temporal evolution is useless. At the same time, the behavior of the real $S(f)$ and $\Phi^{(2)}(\tau)$ is very specific and individual to each study case. These dependences have a definite physical sense and characterize the sequences of spikes, jumps and discontinuities of derivatives of different orders. That is why these dependences can be considered as “characteristic passport patterns” of the evolution under study.

While studying non-stationary processes, dynamics of the $S(f)$ and $\Phi^{(2)}(\tau)$ variations is being analyzed at sequential shift of the averaging interval $[k\Delta T, t_k]$ with the extension $T$, where $k = 0, 1, 2, \ldots$ and $t_k = T + k\Delta T$. For the value $\Delta T$ along the whole time interval $T_{tot} (T + \Delta T < T_{tot})$ of the available experimental data. The time intervals $T$ and $\Delta T$ should be selected as based on the physical sense of the considered problem - revealing the typical time of a process which determines the most important internal structural reconstruction of the studied evolution.

It is obviously natural to associate a phenomenon of “precursor” occurrence with the sharper variations of the relations $S(f)$ and $\Phi^{(2)}(\tau)$ at the approach of the upper boundary of the time interval of averaging $t_k$ to a moment $t_e$ of a catastrophic event when reconstruction takes place at all the possible spatial scales in the system. It is also natural to expect (in this case we may speak about a “precursor”) that the time of the “precursor’s” manifestation $t_k$ should stand from the moment $t_e$ not less than at an interval $\Delta T$, i.e. $\Delta T_{cn} = t_e -$
$t_k \geq \Delta T$, at realization of the inequality $\Delta T_{cn} < < T_{tot}$. When revealing a “precursor”, it is important to distinguish cases when sharp variations in $S(f)$ and $\Phi^{(2)}(\tau)$ at averaging interval $T$ shift are caused by significant signal variations on the “front” or “back” boundary of the interval $T$ by approaching the “front” boundary $t_k$ to a moment $t_c$ of the expected event. A given problem is being solved by the analysis of the time behavior of the corresponding criteria at the $T$ variations: it is obvious that when $T$ increases in a value $\Delta T_1$ the non-stationary effects associated with the signal behavior at the “back” boundary should be displayed with the same time delay $\Delta T_1$, when the factor display caused by sharp signal variations in the area of the front boundary does not depend so strongly on the average interval value. Next we consider the “precursors” that are defined by the difference moments $\Phi^{(2)}(\tau)$. These functions can be reliably calculated only for a delay $\tau$ in the range $[0, \alpha T]$ with $\alpha \leq 0.5$. Let us introduce the dimensionless quantities:

$$C(t_{k+1}) = 2 \cdot \frac{Q_{k+1} - Q_k}{Q_{k+1} + Q_k} \frac{\Delta T}{T};$$

$$Q_k = \int_0^{\alpha T} \left[ \Phi^{(2)}(\tau) \right]_k d\tau.$$

Here $t_{k+1}=k\Delta T (k=0, 1, 2, \cdots)$ and subscripts of square brackets show that $\Phi^{(2)}(\tau)$ dependence was calculated for time interval $[k\Delta T, k\Delta T+T]$. The quantities introduced characterize a measure or factor of non-stationarity of the signals, as the averaging interval $T$ moves along time axis by a step $\Delta T$. In particular, when the “forward” boundary of the averaging interval $t_k$ approaches the catastrophic event at time $t_c$, evidently $C(t_{k+1})=0$ for the stationary processes at $T \to \infty$.

We use the “high-frequency” components of the signals ($C_F$), because the criterion factors $C_F(t_k)$ demonstrated clearer results as compared to the low-frequency $C_G(t_k)$. The problem is to reveal the non-stationary factors and to understand whether these factors could be considered as precursors of the earthquake.

The initial second data were used to get the initial minute data; every 60th second data were taken. Then we formed the hourly data (every 60th reading of the minute time series) as well as the daily time series (formed by every 24th reading of the hour time series). At first, we began to analyze the daily data. It is well known that large EQs are prepared during several years. That is why we began our analysis by considering large T-intervals for finding a precursor for the case of $M=8.2$. In this case we processed the daily time series and calculated the $C_F(t_k)$ factors by choosing $T=550, 500, 400, 300, 200$ and 100 days as well as $\Delta T = 1$ day for all cases. The results are calculated for $T=550$ (500, 400, 300, 200, and 100) days, and $\Delta t=1$ day, but we present only one example among them in Fig. 2 with $T=300$ days and $\Delta T=1$ day. Many large peaks are found to be present in the calculated dependences as in Fig. 2. The appearance of every peak at different meanings of the current time means that the state of the geophysical medium is changed at these times. If anyone considers an ordinary time series (for the $Z$ or other components) the appearance of any peak means that the measured value drops after rising. That is all. But in the case of the flicker noise spectroscopy non-stationary criteria the appearance of every peak means that the state of the medium is different before and after the peak. It means that the seismo-active medium could be reconstructed (changes its state) several times before the EQ. It is interesting to study the dynamics of the realized peaks during the whole time (3 years in our case). We can notice five significant peaks in $C_F$ in Fig. 2 before the large EQ located on the day of 585 (Guam EQ), which will be our greatest concern below. It is possible to think that the 5 peaks many reflect the 5 stages of the complex processes of the medium rearrangement before the coming catastrophic EQ. These precursors appeared at 101, 78, 54, 31 and 8 days before the EQ.

5 Comparison of both results

As is already shown by Smirnova and Hayakawa (2007), the main part of the ULF signals is of magnetospheric origin, so that we have to pay attention to the temporal evolution of Ap index in the top panel of Fig. 2. Smirnova and Hayakawa (2007) have shown that the SOC process is also taking place before a major geomagnetic storm, just in the case of EQs. The geomagnetic activity during the period when we notice several peaks in $C_F$ and D plots (during 4 months before the EQ), is found to be relatively quiet, so that we do not expect any SOC process in the Earth’s magnetosphere.

The result by the flicker noise spectroscopy is summarized in the second panel of Fig. 2 in the form of temporal evolution of $C_F$ (criterion-F) factor just around the Guam earthquake (8 August 1993; Day=585d). This analysis is done with $T=300$ days and $\Delta T=1$ day. It is possible for us to identify significant peaks in the $C_F$ factor evolution; that is, these peaks appeared 101, 78, 54, 31 and 8 days before the EQ. This is indicative of the 5 stages of the complex process of the medium rearrangement before the coming catastrophic EQ. The result by the flicker noise spectroscopy provides us with spiky results, while the mono-fractal analysis (in the bottom panel of Fig. 2) gives us the continuous variation. However, as you can see from the bottom panel of Fig. 2, we note that the fractal dimension ($D$) exhibits a significant change from the end of April, 1993 in such a way that the fractal dimension is notably increased from the end of April. This transition time is coincident with the time of the first spike in the $C_F$ factor (101 days before the EQ), and the period for which the mono-fractal dimension, $D$ is enhanced, is found to be overlapping with the period of 5 peaks identified by the flicker noise spectroscopy. The next important point for the
comparison by two methods is that the running curve of the mono-fractal dimension exhibits several maxima, whose positions are generally coincident with the peaks found by the flicker noise spectroscopy. Another point we have to pay attention is the period between the 4th peak (31 days before the EQ) and the EQ. While, the fractal dimension is seen to remain at a rather high value with large fluctuations. After the EQ, the fractal dimension is seen to show a tendency of decrease toward the pre-EQ level in December, 1993 or so. The general conclusion as based on the extensive comparison of results by the two methods, can be drawn as follows;

1. Only one year data (January to December, 1993) are presented in Fig. 2, though we have analysed ±1.5 years around the EQ. It is clear from the results by both methods that some significant effects have definitely taken place just around the EQ.

2. Some precursory effects seem to start about 3 months before the EQ, and re-arrangement of the lithospheric medium seems to be taking place 3 months before the EQ and a few months even after the EQ.

3. Both analysis methods have yielded very consistent results on the precursory behavior taking place in the lithosphere in the period from 3 months before the EQ up to the EQ. The flicker noise spectroscopy indicates that there are 5 peaks before the EQ (101, 78, 54, 31 and 8 days before the EQ), and during this period of those peaks the mono-fractal dimension, D is found to be significantly enhanced.

4. Several peaks in the flicker noise spectroscopy result might indicate the step-like changes in the lithosphere just before the EQ due to the self-organization criticality process.
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